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Abstract— Performance in multihop wireless networks is
known to degrade with the number of hops for both TCP and
UDP traffic. For VolIP, the wireless network presents additional
challenges as the perceived quality is dependent on both s
and delay. We investigate several methods to improve voice
quality and present experimental results from an 802.11b tgtbed
optimized for voice delivery. Use of multiple interfaces, @th
diversity and aggregation are shown to provide a combined
improvement of 13 times in number of calls supported in our 15
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I. INTRODUCTION Fig. 1. In a linear topology, capacity degrades with the nemtdf hops.

In the recent past, there has been a tremendous proliferatio
of WoIP services in both residential homes and corporate
offices. For example, FCC data indicates that there will be However, supporting delay sensitive realtime application
3-7 million residential VoIP lines by the end of 2005. In théuch as VoIP over wireless mesh networks is challenging.
corporate sector, the percentage of VoIP lines will becorddthough convenient and cheap, voice service over WLAN
44% by 2008. In addition, the Skype service [1] providingaces a number of technical problems: a) providing QoS
free internet calls has recorded more than 10 billion misut&ensitive VoIP traffic in presence of best effort TCP data
of call time in its first year of inception. The cost saving#affic; b) packet loss due to channel interference by using
achieved by VoIP by using existing data infrastructuresmglo unlicensed bands (2.4GHz, 5GHz); c) high overhead of the
with easy deployment benefits are the main reasons drivigotocol stack - 802.11/IP/UDP/RTP for each VoIP packet
the steady growth of VoIP. with 20bytes payload. The above problems become even more

At the same time, VoIP over wireless LAN (WLAN) hassevere when supporting VoIP over multihop mesh networks. In
the potential of becoming an important application due ® tf multihop wireless network operating on a single chanhel, t
ubiquity of the WLAN in homes and offices. With the advent/DP throughput decreases with number of hops for properly
of dual cell phone handset with WiFi capabilities and sofspaced nodes and is shown to be between 1/4 and 1/7 that of
phones over PDAs, carrying voice over the WLAN is gainingingle hop capacity [2]. This phenomenon of self interfeeen
a significant importance. Once VoIP over WLAN becomes§ produced by different packets of the same flow competing
Widespread’ most cell phone or WIiFi handset owners an)r medium access at different nodes. When all nodes are
migrate to using VoIP over WLAN inside the administrativévithin interference range, the UDP throughput in a linear
boundaries of the enterprise buildings, campuses, pulsiiep topology can degrade t§, wheren is the number of hops.
such as airports or even in WLAN equipped homes. As shown in Figure 1, our experiment on a real mesh testbed

Providing VolP users with true mobile phone servicewith G.729 encoded VoIP calls indicates that the number of
having the freedom of roaming requires wide area wirelesapported medium quality calls decreases with the number
coverage, and IEEE 802.11-based multihop wireless meshhops for a simple linear topology. In a mesh network with
networks have been considered a practical solution for wi@&lbps link speed, the number of supported calls reduces from
area coverage. The benefits of mesh network compared8tealls in single hop to one call after 5 hops. This significant
wired LAN connecting WiFi access points are: i) ease akduction in the number of supported calls can be attribtdged
deployment and expansion; ii) better coverage; iii) renitie following factors: a) decrease in the UDP throughput begaus
to node failure; iv) reduced cost of maintenance. Such a meashself interference; b) packet loss over multiple hops and ¢
network has the potential of creating an enterprise-scale ligh protocol overhead for small VoIP packets.In this work w
community-scale wireless backbone supporting multiprsais focus on designing a 802.11 based wireless mesh network that
while driving these users from using fixed phones to wirelesan efficiently support the VoIP calls. Specifically, our mai
VoIP phones. A typical usage scenario is shown in Figure 8bjective is to increase the number of calls that a multihop



mesh network can support. We address several performance . N
optimization issues that lead to significant benefits in ciapa “mgg 02
and in the quality of VoIP calls. e .30 -
We describe our implementation of a 802.11 wireless mesh “x‘{‘\’ el -
designed specifically to provide various VoIP related smwi 5\9‘ S 01
We focus on two important problems in supporting VolP e 60
over wireless mesh network: increasing VoIP capacity and O T
maintaining QoS under internal and external interferelde. SRR - o N S
evaluate the performance of VoIP over the mesh network and . . . . .
provide various approaches for optimization of the overall 0 50 10 150 200 250 300
system.
In particular, for increasing capacity in supporting more network delay [ms]
number of VoIP calls, we investigate on the following three
directions: use of multiple interfaces, efficient routiagd use Fig. 2. R-score for 60ms jitter buffer.
of multihop packet aggregation to reduce overhead. We ptese
the individual performance benefits obtained by each of the
above directions. For routing, we use label based forwardin Recently, research has been conducted in the area of 802.11
and adaptive path selection to support fast path switctuald), based wireless multihop mesh networks. A study conducted
admission and mobility support. to understand the capacity of multihop network was presente
We provide a multihop aggregation mechanism that us#s[2]. Research on improving the end-to-end performance of
the “natural” waiting time of packets in a loaded networkapPplication on multihop network by employing multiple rasli
We show that our aggregation scheme does not increase d&¥& considered in [12] and [13]. Further work on finding
while providing significant benefit in term of capacity inase. better routing metrics and strategies for multihop network
Each of the optimization schemes proposed are distributedfas presented in [14].
nature and does not rise scalability problems for large mesh
networks. The above performance optimization techniques a
implemented in a 15 node indoor wireless mesh network. TheA VolP system consists of an encoder-decoder pair and
experimental results show an increase of 13 times for a $ir IP transport network. The choice of vocoder is important
hop string when all optimizations are used (Figure 18).  because it has to fit the particularities of the transporvaek
(loss and delay). One of the popular voice encoders is G.729,
A. Related work which uses 10ms or 20ms frames. It is used by some avail-
Recently, with growing importance of VoIP, several reshar@ble 802.11 VoIP phones (such as the Zyxel Prestige, Senao
works have addressed the performance issues of suppor®¥$00H, but other wired VoIP phones as well). The Zyxel
VoIP over Internet. The use of switching among multipl€restige for example, sends 50 packets per second, of 28 byte
paths to reduce delay was proposed in [3] and recoveriagch, and we chose this traffic specification for experiments
from packet loss was proposed in [4]. These strategies wewed simulations throughout this paper. Although a 30% uti-
used for delivering VoIP using an overlay network. Whehzation increase is generally expected when accountimg fo
transporting VoIP over the Internet, the major factor dffeg periods of silence when no packets are sent, we do not conside
the performance is path delay as for good quality, Volfilence periods (the Zyxel phones and the Skype application
requires 200ms or less one way delay. In supporting Volso do not use silence suppression). To measure the quality
over wireless network, the main factors affecting perfanoea of a call, we used a metric proposed in [15], which takes
are the low capacity and the variable loss rate. into account mouth to ear delay, loss rate, and the type of the
Some initial studies on the performance of real-time appkncoder. Quality is defined by th-score, which for medium
cations over 802.11 were presented by Sobrinho and Yehdguality should provide a value above 70:
[5], [6]. References [7], [8] focused specifically on VolPeov
802.11 considering the delay and loss characteristics runde

0.15

0.05

network+jitter loss ratio

Il. VoIP BASICS

PCF and DCF modes. Another recent work on VoIP over R = 942-0.024d
WLAN [9] presents analytical studies on the number of calls — 0.11(d—177.3)H(d — 177.3)
that can be supported in a single hop WLAN. The study reports — 11 —40log(1 + 10e)

that increasing the payload per frame increases the nunfber o

supported calls. Our work uses this observation for a maytih Where:

scenario to design the voice packet aggregation scheme. o d = 25 + djitter_buffer + dnetworr IS the total ear to
Several performance optimization schemes were proposed mouth delay comprising 25 ms vocoder delay, delay in

for VoIP over WLAN: Yu et al. [10] propose the use of dual the de-jitter buffer, and network delay

queue of 802.11 MAC to provide priority to VoIP, while Wang « e = epectwork + (1 — €network)€jitter iS the total loss

et al. [11] propose packet aggregation to increase capacity including network and jitter losses
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Fig. 3. Mesh system showing two clients connected, and ttfes paaintained 0 Stargate Modes —— Siring Sublopology
between them. Each mesh node has one separate interfade folients, in

addition to backhaul interfaces. Clients can connect aciios mesh to other

wireless devices, in the institution intranet to wired VOpRones, to the Fig. 4. 15 node testbed in a 70m x 55m building
internet, or to the PSTN.

_ o I1l. VOIP MESH SYSTEM
e H(z) = lifx > 0;00therwise is the Heaviside

function
« the parameters used are specific to the G.729a enc
with uniformly distributed loss

To evaluate performance and capacity of voice in a mesh
0%1%trup, we deployed a 802.11b based wireless mesh network for
supporting VoIP traffic. In our implementation, we consitér
the mesh network as a multihop extension of the access point
The constants consider the delay introduced by the encog@ifastructure existent in most institutions. It is usefoluse
for its lookahead buffer, and the delay introduced by tterjit e concept of a layer 2 switch to see the entire mesh as
buffer. We considered a jitter buffer of 60ms, which has twg single element that switches packets between its ports. A
contradictory effects: it increases end to end delay, theze port is in fact a mesh node which has at least two interfaces:
degrading the quality, but it also reduces the jitter, Whicgne in ad hoc mode for the backhaul in the mesh, and one
has an overall better effect. The-score is finally computed iy infrastructure mode to connect to clients (Figure 3). Skhe
only from the loss and the delay in the network, which caglients can be VoIP wireless phones, laptops or other véisele
be measured directly in our testbed. In order to emulate thgndhelds. To the clients, the mesh acts as a switch or hub in
behavior of a simple jitter buffer, we assume that playoartist the sense that they are not concerned with the internalnguti
at the destination after the arrival of 4 packets from st&@ ( of the mesh. However, the implementation of the mesh is based
ms jitter buffer = 3 packets). Therefore all the deadlines f@ |p, even though it offers a layer 2 abstraction outside. In
the packets at the receiving side are established at thig.pohyr implementation, the clients can have connections acros
Loss in the jitter buffer is computed as the fraction of paskethe mesh to other wireless devices as shown in the figure,
which do not meet their deadlines. In order to compute log$rough the institution intranet to other wired VoIP phanes

probabilities and average delay in the network, all packeggt to the internet with the help of a SIP server, or to the
from all flows in an experiment are considered together BYSTN through local PBX.

macro-averaging. _ _

Figure 2 shows the values of tH-score with respect to A. Hardware/software configuration
network delay and total loss for 60ms jitter buffer and 25ms Our VolP mesh testbed consists of 15 nodes based on the
vocoder delay. The interpretation of the i&score curves is Stargate architecture from Intel, using the XScale pramess
that for example to obtain aR-score of 70, the network has 32MB of RAM, and 64MB of compact flash. Each node is
to deliver all packets in less than 160ms, or deliver 98% muipped with two 802.11b wireless interfaces (compachflas
less than 104ms. From the figure we can see that the quatityd USB 1.1) and has an open slot for a third one (PCMCIA
is sensitive to even a couple of percents of loss, whereas fl&bit). The testbed is spread over the third floor of NEC
delay tolerates differences in tens of milliseconds. In.802 Research Labs in Princeton NJ, and the layout is shown in
loss has a high variance, as it depends on the quality of thigure 4. A high-density area on the left side of the building
channels and the cards, and on the interference from ektenmavides a proximity of nodes which allows the study of
or internal sources. In a multihop setup, end to end lossimgerference, and a lower density area to allow for longé¢hpa
difficult to control and needs to be maintained under 2%. tsirin the network. The wireless cards are running at the fixesl rat
the retry mechanism of 802.11, this loss can be reduced at ¢i€2Mbps which has the advantage of providing more stable
cost of increasing delay. results for the indoor setting. Each node operates with two



((Local ) ( Cado) ([ Cardl ) to theinterfaceto be delivered tayatewaywhich is the next
hop in the path. Once the outgoing label is set (by the Switch

Set label in Figure 5), and the outgoing interface is determined (for
=T Deaggregaty both routing and label based forwarding, by their respectiv
) ( lookups), packets are pushed ftpull” queues associated
with each interface. These queues perform the aggregation o
(__switch ) (_ Router }—— packets with have the same next hop (only voice and probe
[ packets). The meaning ¢pull” in Click terminology is that
these queues are queried by the cards when the transmission
——>(Aggregator 0 (_Aggregator 1 is possible, so the waiting time in these queues is used for
the purpose of the aggregation. A naive implementation of
(_Local ] ((Card0 ) ( Cardl ) aggregation would delay small packets in order to club them

together in larger packets. Using this implementationuieat

Fig. 5. Click node component for label based forwarding,tirgu, ensures that no forced delay is introduced during forwardin
aggregation
D. VoIP call routing

: ) . . ) Voice packets have a hard deadline of about 200ms mouth
interfaces: one that is used to get client traffic from thePvol . . . . .
: tg ear in order to achieve reasonable quality, while 400ms is
802.11 phones, and the other one for backhaul in the megh. . . X
- : . . . acteptable for intercontinental calls. This means thatttier
If a third interface is available, it can be used to improve th . : L o
. : . ; . wireless leg of the setup, there is a fairly tight budget ingij
capacity of the backhaul. To experiment with this setupaisin__ . . . :
. : So it can not be relied on the routing protocol to reconfigure
only two interfaces, we generated traffic locally at the repde .
. . . paths during the call, or even search for the path when the cal
in order to have both interfaces available for backhaul.

is placed. Our design decision was to use pinned down paths

B. Mesh node using label based forwarding to service the voice calls,reshe

In order to provide routing, forwarding and other VoIP SpeQath_s are continuously refreshed in the background by some
cific services, we used the Click modular router [16] on eadRuting protocol. o _
mesh node. The router architecture is shown in figure 5. VoiceUP 1o five pre-computed paths are maintained for all voice
packets use label based forwarding and routing, while otHg@mmunications of a pair of nodes, obtained from a route
traffic uses regular routing. In this router configuratiomen discovery protocol such as DSDV[17] to update the list of
a packet is received from the cards, it may get labeled ifat isPaths in the background. The use of pre-computed label based
voice packet which needs to be routed over mesh network. Bgths is appropriate for mobility as well. While one hop
test purposes, labeling of traffic that is generated locatithe handoff can be achieved in 60ms in 802.11 networks [18],
node is also allowed. To increase the capacity to carry VoiPdating a path in a mesh, or using triangle routing may not
traffic, we implemented a packet aggregation service whigglisfy delay requirements. For example, a loaded 4 hop path
encapsulates multiple small VoIP packets into larger packd! our testbed has a delay of 80ms, and still provides QoS, but
and forwards it. For each interface, a corresponding aggoeg @ Signaling scheme or routing protocol might require severa
as shown in Figure 5 handles outgoing packets. Similargygth round trips along this path to set up a route. With pre—gorenbut
is de-aggregator to decapsulate the aggregated packehmtopathsv after the one hop handoff, the new node has five proven
original VoIP packets. A classifier decides whether a) paiske 900d paths to choose from. .
destined for the local machine (signaling, aggregatedetalk The main reason to use label based pre-computed paths is
b) has to be routed (best effort, signaling); c) has to bellag@ hgve_ severgl alte_rnatlve paths_ between the same source
routed (voice). For aggregated packets, after the decatjrsu) destination pair, available at all timesbut there are other

the resulting packets are fed back to the classifier. ad\{antages to be considered as well: a) no time to updaj[s path
) during calls or after handoff, b) flows may have to be switched
C. Label based forwarding fast to alternative paths to maintain QoS, c) fast call adiois

In order to label the IP packets, we use TOS field of ea¢ho waiting for routing setup or reservations); d) pinnedvdo
IP packet that provides 255 labels at each node. Packp&hs allow various path selection strategies at source (e.
with non zero label are forwarded based on their label. Gggregation, interference). Multipath routing also comwéh
the other hand, packets with label zero follow underlyingeneric advantages which are not specific to realtime traffic
routing protocol (DSDV) used in our mesh network. In ordgproviding natural load balancing, increased resiliencath p
to perform label based forwarding, each node maintains diversity, increased capacity and reduced interferendeew

additional table with an entry like: several cards are available).
To summarize, the implemented VolP mesh system uses
| in_label | outlabel | interface| gateway| routing (DSDV) for signaling and best effort traffic, and

Any packet that arrives on interface and has a non zero lalabel based forwarding for voice traffic. Each node mairgtain
(in_label) is stamped with the correspondiogtlabeland sent statistics about the popular routes used by DSDV and keeps
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Fig. 6. Each node with two 802.11b interface. case A: two neerlapping 1 2 3 4 5 6
channels for forward and reverse direction; case B: thremméls used with Hops
reduced self interference

Fig. 7. Channel diversity: use of multiple cards with indegent channels.
the top five most popular routes to each destination to be
used for label based forwarding. Mobility is handled using
these precomputed paths so that after handoff from one naft@nnels for forward and reverse traffic: (1,6)-(1,6)-J466)-
to another, several paths are always available to contineie {1,6)-(1,6)-(1,6). Case B: reduced self interference nkn
voice forwarding. allocation: (1)-(1,6)-(6,11)-(11,1)-(1,6)-(6,11)-011The two
solutions produce notable improvements, especially fogéw
paths (Figure 7). The lack of improvement for shorter pashs i
A. Evaluation methodology explained by a shortcoming of our testbed node, which only

In order to evaluate the performance of VoIP commusupports a Iir_nited number of interrupts per second. Usin_g
nication over this network, we used thade UDP traffic @ better arghltecture, rqgghly a doubling of performance is
generator/collector[19], which is able to generate CBRkpac &XPected with the addition of a second card, at least for
flows with given rates, packet sizes, and schedules. Ddtaif8® Solution A. Solution B has even greater potential of
traces of the connection include the sending time, recgivilProvement when more independent channels are available.
time, flow ID, and sequence number for each packet. |f1more channels were gvallablg, like in 802.11a, interfes
order to have an accurate measure of the delay, all ndddy P& completely eliminated in a string, because a channel
are synchronized using NTP. To emulate voice conversatio@l e reused after 11 hops, which in most cases will be out
between two terminals, we set up two simultaneous ru@éthe interference range.
sessions, one for each speaker. All calls have one minute iffurther, one can use the multiple interfaces to create path
length, and use a traffic pattern corresponding to the G7gdyersity in addition to channel diversity. Here the fordiag
encoder, which produces 50 packets per second with 20 byRééh and the reverse path are disjoint, preferably at the

IV. VOIP PERFORMANCE OPTIMIZATIONS

of payload each. interference level as well, except at the termination oint
o Each path independently also uses channel diversity.
B. Use of multiple interfaces To evaluate the multiple path option in the testbed, we

Referring back to Figure 1, we see that the main propinned down two independent paths of five hops each, which
lem in a multihop network is performance degradation witAre as far from each other as possible: 10-9-8-7-11-6 and 6-
increasing number of hops. A simple idea for improvemeft14-3-2-10 (see Figure 4 for the placement) and assigned
would be to just increase the number of interfaces in eaghannels for the forward and reverse paths: 1-7-1-7-1 fatwa
node. A naive use of multiple interfaces in a string wouldnd 4-11-4-11-4 reverse (case A), 1-1-7-7-1 forward and 11-
be to use one interface on a channel for the forward traffld-4-4-11 reverse (case B). Using configuration B, five calls
and a second interface on a second channel for the revemsse possible between nodes 6 and 10, compared with just
traffic, which should provide double capacity. We verifieis th one call in the basic case (Figure 8).
in our testbed on a string of six hops. However, for each of Using several network interfaces provides scalability to
these flows, the same behavior as in Figure 1 is createdthg system, while using several channels across the mesh
interference with neighbors which have cards on the sammvides frequency diversity. These factors combinedadigtu
channel. An alternate method is to use more independéatve a more than additive effect, meaning that the capacity
channels as shown in Figure 6. However, using 802.1limprovement of using them together is greater than the sum
only three channels are available, which limits the actblva of their independentimprovements. The reason is the raduct
improvement. Operating with only two backhaul interfacesf interference, but this gain is still limited by the numbodr
and only three independent channels offered by 802.11b, iméerfaces used - 2, and the number of available independent
evaluated the following situations. Case A: two independechannels - 3.



R>60

R>60

R>70

R>70

CDF

Number of calls supported

1

Naive Case A Case B

LT hopcoun
---- e2eloss
01F et - o

Fig. 8. Path and channel diversity: 2 disjoint paths, eachgumdependent thresh -onnn-
channels. . . . . . . yaryis

0 10 20 30 40 50 60 70 80
R score

Currently, we are investigating the interference propstrti _. .
. St Fig. 9. DSDV has low performance for one call across the éektlsing
of 802.11a cards which offer better possibilities for densg. ;s metrics.

meshes. On one hand, the range is shorter and the capacity
higher, and on the other hand a larger number of channels
is available, so a six hop setup like the one in our buildinig also based on loss). All these metrics provide unacckptab
should require no frequency reuse. performance (Figure 9) for voice in our testbed. This is ryain
) because of the default behavior of DSDV which is aging
C. Routing routes and is always ready to accept new ones. The wireless
The design of good routing schemes for supporting real-tine@vironment in the building is also a factor that degrades th
applications over wireless mesh is an inherently challemgiperformance of routing. Even the fairly stable hop countrioet
problem. The difficulty in routing arises from the number oéxhibits a lot of route variance because occasionally gacke
factors on which a good route depends: a) channel qualitpay travel across the entire building long enough to make the
b) dynamic condition due to interference caused by traffiouting algorithm believe a one hop route is available. When
inside and outside the mesh network; c) traffic load on routttss long link becomes unavailable, or is beyond a certa@ ag
in the interference range. Jointly considering the routingSDV is looking for alternatives based on its current metric
and channel assignment problem [12] is NP-hard even withis in this case, during switching between routes, whewreoi
a centralized solution and instantaneous global knowledgackets get lost and quality gets degraded.
of network conditions. Voice calls pose additional probdem We opted instead for using DSDV to collect frequently
because any decision taken in reaction to network conditiomsed routes which are then pinned down and used with label
may affect voice quality: changes in routes, call admissidrased forwarding. Each node is maintaining the top five most
and handoff, all have strict delay requirements to minimizZeequently used routes for each destination, based on meshsu
the time during which packets are lost. statistics. We ran DSDV with various loss based metrics
In our current setup, call admission has to be performéacluding ETX, end to end loss, quantized end to end loss).
within seconds of placing a voice call. This is achieved bye retained the five most frequently used paths chosen during
using pre-computed paths, even if the solution is suboptimiast 24 hours. These top five paths were almost the same for
Another important factor in this decision is that the calirast the different metrics, although with differing frequereifeom
sion process should preferably be distributed. To achibee tone metric to another. This means that from the loss point of
above design goals, our voice call routing approach coosistview, a similar set of path shows a consistently better guali
two components: route discovery and adaptive path setectiover time.
To choose paths, we opted for a solution based on probingAdaptive path selection:In order to use the paths for voice
in order to cumulate all factors (interference, load, clEnntransport over our wireless mesh network, we pinned down
quality), which are otherwise hard to account for. the paths using label based forwarding as described in gte la
Route discovery: For route discovery, DSR would havesection. We chose a pair of nodes A and B at extremities of
been a good choice, but we need to maintain multiple sourttee building to maximize distance in hops and path diversity
destination paths, and the implementation available wittkC To make use of the alternate paths and the possibility of
performs poorly on our platform in terms of CPU usage arfdst switching without losing any packets we implemented a
responsiveness. DSDV is the second option, but being distasimple strategy in which one of the nodes monitors all the
vector based, it has the undesirable effect of frequenttiatsp paths with a low bandwidth ping (one packet per second).
ing paths in the middle of the call. We experimented witliVhen a call is placed, the five paths are probed with a low
several metrics: hop count, end to end loss, quantized encbamdwidth probe to evaluate the delay of each path, which
end loss, a threshold based loss metric, and ETX [20] (which the most critical component. The probing traffic has the



Path Ravg | cdf(R > 70) | path usage| Ravg used Delay distribution for path 'a’
adaptive | 71.2 0.86 - - 0.6 - - - :
a 40.4 0.48 7% 72.4
b 56.3 0.69 40% 73.2 0.5 =
c 171 0.19 1% 70.8
d 287 0.33 1% 51 »oal
e 6.5 0.07 1% 52.8 Z
&
TABLE | g oo
ADAPTIVE PATH SWITCHING VS. FIXED PATHS 0.2}
N JTH_’_"»m
same characteristics and treatment as the voice trafficglyam ° 008 W O 02 o2

it can be aggregated or delayed based on localized conslition
in the network. The size of the packet is chosen to be the

same as the voice packet so that round trip times are good 025 —
estimates that can be extrapolated for voice packets. Wieen t
exponentially average&-score of the voice call stays under

70 for an extended period, the decision is taken to switch to
another path based on the monitored round trip times and loss
rates.

Evaluation: In order to evaluate the above strategy on our

mesh testbed, a single voice call is ran for 2500s between o5l
nodes A and B, and th&-score is recorded every second. ’
Each of the five available paths is measured independently. o ’(
To create a repeatable pattern of disruption similar to effic 0
use of laptops, we selected a number of jammers outside the
testbed that follow a predefined random, but fixed, sequence
of traffic on the same channel as the testbed.

Delay distribution for adaptive path

0.2

Probability
o
-
a

o
=

0.05 0.1 0.15 0.2 0.2

Delay [s]
b)

Path switching history

o

In table I, we have the path labels in the first column, from
a to e. The first line corresponds to the adaptive strategy.

[

The second column of the table shows the averBge-ore
achieved, and the third column the fraction of time when
R > 70. By using the available alternate paths, the simple

Path label
<)

o

adaptive strategy is able to route the voice traffic around
the interference and congestion providing a ga@escore
86% of the time, with an overall average &f = 71.2. The
fourth column shows how paths are used by the adaptive
strategy, and the fifth column the avera@escore obtained by

the respective paths on behalf of the adaptive strategyt Mos o ] ] ] )
g. 10. Delay distribution adaptive vs. fixed. (a) A fixedtpatovide delays

. . . . . F
serwc_e 1S prowded by Just three pa_ths, which could heIp_ meater than 200ms 50% of the time. (b) Only 12% of the timedlay is
reducing the amount of probing traffic to only proven qualitgreater than 200ms when the path is adaptive. (c) path latseld by the

paths. Probing of additional paths may be enabled only whaggptive scheme.
the reduced set doesn’t provide the required quality.

Knowing that theR-score is a function of loss and delay, ] ) o
the question is which of the two factors is more important ifaS confirmed to be in the range 8-15 ms, which is almost

our testbed. The network loss is less than half a percent f§#9ligible compared with the delays experienced by theevoic
most paths, except one, so delay must be the deciding factffic during the experiment. Figure 10c shows which paths
In Figures 10a and 10b, the delay distribution histogram Y¢ere used during the experiment, corroborating the figures

shown for one of the participating paths and for the adaptif@m table I.
case. Times over 200ms are collapsed in the rightmost bin.
These distributions confirm that the quality of our paths B
dominated by delay. The source of this delay is cross traffic As most vocoders use samples of 10-100 ms, a mesh node
(from the jammers) and channel conditions (802.11 retry is expected to get a large volume of small packet traffic.
set to 16). Since an unloaded path experiences about 2ms-3ine/ever, 802.11 networks incur a high overhead to transfer
per hop, and our paths have 4 and 5 hops, the measured delag packet, therefore small sizes of packets reduce therletw
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where z is the payload size in bytes, and is the raw
bandwidth of the channel (1,2,5.5, or 11). In Figure 11, we
1y 1 measured actual data rate obtained between two nodes as a
function of packet size employed, which proved to be fairly
closed to the analysis df'(z). When using 20 byte voice
0.6 | 1 payload in a 2 Mbps network, the capacity of the network is
only 10% of the maximum possible.

Two main techniques of reducing this overhead are packet

Payload data rate [Mbpsl

02 p theoretical rate 1 aggregation and header compression. The basic idea of-aggre
o ‘ . ‘ experimental data () gation (Figure 12) is to combine together several small ptsck
° 200 400 OO BOO 1000 1200 1400 at the aggregator in the ingress nodes and forward them with

RTP payload size [bytes]

one IP, MAC and PHY header across the air.

, _ _ . A common problem in packet aggregation is that it in-
Fig. 11. Overhead measurement confirms analysis analyaigibps 802.11

network. creases packet delay, reducing its suitability for VolR/ses.

But if the network is lightly loaded, the packet aggregation
= techniques do not have to be used for improving network
_ s performance. Under heavy load, small size packets would

”T T‘"" experience heavy contention which lead to retransmissiod,
- ol mom=  mom= oo | TV drops. The packets then spend the largest part of network
E_":j\ """" O """" O """" .F-':- delay in the queues at the intermediate nodes. The higher the
_:— :—' contention to access wireless media, the larger the network
‘ o= delay becomes. These small packets waiting for media access
Aggregator De-aggregator in the queues are the candidates for packet aggregation.

Therefore, packet aggregation in the heavy load does nat nee
Fig. 12. Aggregation merges small voice packets from difiercalls into t0 introduce additional forced delay to combine packets.
larger packets to improve channel utilization Packet aggregation can also be used for combining voice

packets in the same flow by introducing an explicit delay at th

ingress node of the call, if the extra latency does not degrad
utilization. The problem with small payloads is that most ofoice quality severely. This technique increases mouthato e
the time spent by the 802.11 MAC is for sending headelstency, but it also reduces queueing delay caused by nletwor
and acknowledgments, waiting for separation DIFS and SIF&ntention. On the other hand, too large forced waiting at th
and contending for the medium. For example, in order ingress node causes longer network delay, and lower quality
send a 20 byte WoIP payload, a 60 byte packet is assembladour system, the delay budget available for aggregation
from 20 bytes IP header, 12 bytes RTP header, and 8 byiesobtained from path monitoring. If measured delay on a
UDP header. This take$3.6us to send at 11Mbps, but MAC path allows extra waiting without degrading tiescore, that
header and physical headers, trailers, inter-frame per@odi amount is allocated to aggregator at the ingress node.
ACK need a total oft44us. That however does not consider The aggregator treats differently flows which are forwarded
the amount of contention which is on average3ofus, and and the ones for which it is the ingress node. At the ingress th
increases exponentially with contention. This way, to s#2@ packets can be delayed some amount of time, depending on the
bytes payload take®00us at 11Mbps, yielding approximately budget allowed by the probing of available paths (Algorithm
1250 packets per second, which for a vocoder like G.729% When forwarding however, no delay is introduced, but
means only 12 calls can be supported. At 2Mbps, a similander higher than minimal load, packets still cumulate i th
computation leads to 8 calls. When sendingbyte voice queues, waiting for medium access. During this wait, other

samples, the overhead incurred is given by: packets may join the aggregated packet, provided that they
« RTP/UDP/IP 12+8+20=40 bytes have the same next hop or same destination. Alternatively,
« MAC header + ACK = 38 bytes packets which take a different path are split and re - aggeelga
« MAC/PHY procedure overhead = 754 accordingly.

Evaluation: In ns-2,we simulated a string of 6 nodes with
— DIFS(5Qus), SIFS(1Qus) and without aggregation, and verified the results against a
— preamble + PLCP (192) for data and ACK similar string in the testbed. In Figure 13, we find that for
— contention (approx 3}) the non aggregated traffic, the simulation matches theedstb
The throughput in Mbps is given by the relation results in most points, but for aggregated traffic the tektbe



Algorithm 1 Aggregation logic for ingress nodes A A

P - packet being queued at a node; N N N~
. 2 : f
P - packet with the same next hop as P; @ N AR
A - aggregation packet being prepared; B B
m nPacket s - number of packets from the same flow
that have to be aggreggted at the Ingress_ (corresponds Fig. 14. Aggregation introduces only controlled delay & slource of flows.
to the delay budget available for the flow); Intermediate nodes do not delay packets to improve aggoegabut use

MU - maximum transmission unit = number of voice “natural” waiting required by MAC under load.
packets that can be fit in 1500 bytes;

920 T

find queue of P 80| — 1
1: if size(queue) > ninPackets S - ieerrmsseecherenssi i rEredassenadernnssrnnnnne .
add all packets fromflow P); )

if size(A) < MU
find a queue with the same dest

T
Aggregation
No A%%re%ation*@* |

60 -

50 -

R-score

go to 1; a0 ® 1
el se 30 :
send A directly to destination; 2ok ]
el se ol |
if size(A) < MU ‘ ‘ ‘ N . . .
do find the flows(P ) >= minPackets and 1 2 3 4 5 6 7 P
add ni nPackets fromthem Number of random calls
whil e size(A) > MU
el se Fig. 15. Aggregation performance for random calls in a gtrin

send A to the next hop

E, 35 aggrégation " sz — controlled delay of 80ms. This means that packets from A
g 30 %%ggz%?gggti)ﬁeftggd%t g are not merged with p_ackets from B QUrlng their common
S 5l no aggrégation — testbedo— | hop 3-4. The netwo_rk time for flows A is about_61ms in the_
o absence of B and increases to 89ms after B is added. This
==g 201 1 is normal, considering the increased interference for fadl t
5 15| i nodes and the longer queues at nodes 3 and 4. After we enable
5 | | aggregation between A and B at hop 3-4 the network time for
E 10 flows A decreases to 79ms. Not only a delay is not added
= 51 1 to the long flow, but the creation of larger packets reduces
0 ! ! ! i i the contention for the hop 3-4 thus reducing the load on the
1 2 3 4 5 6 network. This experiment reveals some interesting pragsert
Hops of our aggregation scheme: first, it only kicks in at higher
load when waiting in the queues can be used to group packets
Fig. 13. Aggregation on a string: ns-2 vs. testbed. with the same next hop. Second, it is completely distributed

inside the mesh. The endpoints need to specify initial delay

depending on their time budgets, but the intermediate nodes
performs worse. The cause of this was identified in the fals@ve the simpler task of looking for packets with the same nex
that the capacity of some of the hops in 2Mbps mode wéeop. Third, and the most importarstiort flows do not delay
less than the optimal 1.7Mbps. The first hop for exampleng flows for the purpose of aggregationlt is true that
was measured to provide a capacity of only 1.38Mbps, withe mere existence of short flows increases wireless medium
1500 bytes packets, accounting for the difference betweload and therefore increases delay for long flows, but that is
the aggregated calls supported - 29 in testbed versus 34riherent to the behavior of the shared medium. In network
ns-2 However, knowing that our simulation setup performdistributed aggregation reduces load without impacting th
reasonably close to the testbed, we obtain the most of thetwork time of existing flows.
next results in simulation only. In another experiment we consider a more randomized

One of the main claims of our distributed aggregatiosituation in terms of sources and destinations of calls.nn a

method is that it does not introduce additional delay by gisireight hop string, calls between random sources and random
the wait for the MAC availability to club together packetslestinations are placed. Considering 10 random situafmms
destined to the same next hop. To verify this claim, weach configuration of two to eight calls, we compute the
place five longer calls indicated by A in Figure 14 and fiveninimum, maximum, and average value of tRescore for
short calls, indicated by B. Aggregation is performed fochea the offered number of calls. In Figure 15 these values are
group of flows independently at the source by introducing @otted for each offered load. For the non-aggregation case
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Fig. 16. Aggregation performance for random calls in a tree . . . . .
Fig. 17. Header compression increases capacity over siaggeegation.

® 1 channel 1-1-1-1-1-1 + aggregatior

minimum and maximum only take values O or maximum, and m N0 aggregation | 5 cpannels 1-1-6-6-1-1 + aggregatic

are omitted from the figure. If we consider drscore of
70 as a threshold of call quality, then aggregation more than
doubles the capacity, even with randomized traffic.

When the mesh is used as an extension of the access
point infrastructure, a popular pattern is to have voicdscal
forwarded to the wired infrastructure or to the PSTN. In this
case paths from the clients all lead to a common root which
provides access to the wired leg of VOIP. We simulated a
complete binary tree with 8 leaves, and with an additional
link from the root to the wired access, so that there are 4 hops
to forward from the leaves. Figure 16 shows that performance 1 9 3 4 5 6
improvement is similar to the string case, by more than afact Number of hops
of two. For the non aggregated case however, the capacity is

much less, mainly because of the interference that now sov% 18. To send a 20 byte packet over 802,11, 78 bytes arehysttAC

larger portions of the tree (more than the 4 hops that interfap, upp and RTP headers. Aggregating voice packets fronerdift flows
in a string). provides 13 times improvement for 6 hop calls.

Number of calls Supported
BB RE8H S

)]
!

o
¢

E. Aggregation and header compression

Header compression is a complementary scheme relatednt@ 1500 byte wireless packet - 41 for header compression
aggregation. It has the same goal of reducing the amountvefrsus 24 for aggregation only.
overhead by exploiting headers that do not change, or whose . o
change can be predicted. For a VoIP flow RTP/UDP/IP head&rs”99regation and multiple interfaces
take 40 bytes, but only 12 of them are changing often. SchemedJo combine the advantages of using several interfaces and
such as cRTP or ROHC aim at compressing the 40 bytes i@g@gregation, we simulated ims-2a string of 6 nodes that use
a 2 byte connection ID, but they are appropriate for one limkne or two channels for the backhaul traffic. The improvement
only. In order to emulate a simpler scheme that only trarssmis most visible at 6 hops (Figure 18): a factor of 7 increase
the changing fields, we reduce the header from 40 to 14 byfesm the aggregation, and another factor of 2 from the mieltip
so that more voice packets can fit in an 1500 byte packet. channel.

In Figure 17, we look at the performance gain given by The combined results of the testbed experiments and the
header compression alone, aggregation alone and the comii2 simulations show that with appropriate optimizations,
nation of header compression and aggregation. Header cdhe wireless mesh is appropriate for sending voice. Path
pression by itself achieves an almost negligible improveimeadaptation enabled by label based forwarding is improvieg t
because it only reduces overhead with 26 bytes out of thR®S, while channel diversity, path diversity and aggremati
total 78 bytes + 75ds. Aggregation only curve is the samemprove capacity.
as in Figure 13, repeated here for reference. When combining
header compression and aggregation we get another factor
of two improvement in capacity. The reason is that once We experimentally investigated several methods to improve
the aggregation reduces the MAC overhead of 78 bytesthe quality of VoIP over a WLAN mesh. These are the use
754us, the saving of 26 bytes provided by header compressioh multiple interfaces, label based forwarding architeetu
becomes significant by allowing more voice samples be storadd packet aggregation. Each of these methods produces

V. CONCLUSIONS



considerable improvement in the operation of the mesh - wit{s] D. Hole and F. Tobagi, “Capacity of an IEEE 802.11b wigsd AN

respect to capacity, QoS, or both. After evaluating seve

ral
design options we believe that a label based solution is tt?%]
most appropriate for carrying realtime traffic in a wirelesgo]
mesh operating in the unlicensed spectrum. Our archiectur

combines routing and label based forwarding, and addresglelé

all aspects required to support VoIP over the WLAN mesh:
call admission, mobility, QoS. We implemented a distriloutel12]
packet aggregation strategy that is work conserving bygusin
MAC waiting to perform aggregation, without introducing

unbounded packet delays. These performance optimizatiots

are implemented in a 15 node wireless mesh network, and the
experimental results show an increase of 13 times for a 6 hjap
string when all optimizations are used.
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