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Abstract
Most of the current field-robotics research takes pride in creating

fully autonomous robots that are self-contained, including computa-
tional resources. We propose to take as much computation as possi-
ble off the robots and move it to a computer cloud. The benefits will
be threefold: (1) much more computationally-complex tasks can be
tackled with a remote, unrestricted computer, (2) algorithms that re-
quire training (ex. machine learning) will have real-time access to data
streams from multiple robots, (3) the computation resources will be
shared, improving their use efficiency and therefore lowering the over-
all system cost. We will try to demonstrate and make full use of these
advantages, while identifying and addressing the specific challenges
of this approach: (1) dealing with communication limited bandwidth
and latency, (2) achieving tolerance to communication faults, (3) split-
ting the computation tasks between the robot’s and the remote com-
puter, (3) maintaining data anonymity. We will concentrate our efforts
in solving real-time tasks such as navigation and object identification
in the context of aerial drones. A key component will be using the com-
putation latency as a fundamental primitive in the algorithm design
process, the same way one would consider that a robot’s mechanical
motions are not instant.

Introduction

Despite years of research, autonomous robots failed to enter
our lives at any significant scale. Beyond mechanical and elec-
tronic parts, a functional autonomous robot requires working
solutions to some hard computer science problems: sensing
and making sense of the environment, planning actions, deal-
ing with uncertainty and all of this at a reasonable cost for the
task performed

Figure 1: Traditional robots carry enough computation power
for all the tasks that they need to solve. This is inefficient: com-
putation needs typically come in bursts and the on-board com-
putation capability is wasted when the robot is not in use.

Traditionally most of the computational tasks are carried out
using on board computer, somehow this idea being a staple
of having a fully autonomous robot. This poses multiple lim-
itations on the amount of computation power available to the
robot. In addition, some of the problems such as object recog-
nition or grasping planning were simply intractable up until
recently for the degree of confidence required. Having a full
understanding and representation of the environment seems

like the only reliable approach, with only a few dissenting
opinions[2, 3].

Approach

We propose to move as much computation as possible off the
robots, to a computer cloud.

Figure 2: We propose to share the computation power of a com-
puter cloud among several robots, by splitting the computation
in parts that are done on board and parts that are done in the
cloud. The robots will been a “smaller” on-board brain.

Our plan for this project consists in three activities:

1. We will develop and and build a mobile robotic platform con-
nected to a computer-cloud infrastructure.

2. We will develop new algorithms and we will adapt existing
state-of-the-art algorithms so that they can take advantage of
the combined capabilities of the robots and computer cloud,
while mitigating the inherent challenges of this architecture.

3. We will test the new algorithms on our platform in simula-
tion and in the field, compare the results with the existing
state-of-the-art systems.

1 State of the Art

There are a few comprehensive surveys[9, 5, 7] detailing the
current state of the art in “cloud robotics”, a broad term coined
relatively recently.

• Access to Big Data such as: ImageNet[4].

• Access to High Performance Computing: ex grasping[8].

• Data Sharing: collective robot learning[1].

• Human Computation: path planning[6].

Research Questions

• How will computation delay affect the algorithm design
process in general?

• What types of computation makes sense to move away from
the robot?

• How can we mitigate the effects of networking constraints:
bandwidth, latency, unreliability?

• What is the best way to divide a given task between local
and remote computation?

• What can we gain from doing the processing in a shared
computing cloud?

• How can we insure data anonymity and security?
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Figure 3: A typical application for brain-in-the-cloud. A drone, searching for a specific person in a crowd, takes pictures and sends them to a computer cloud for processing. While waiting for the identification
results keeps track of everybody’s movement, using on-board computation. When the results are back from the cloud, the drone identifies the person in the current view using the tracking info. The computer
cloud uses its storage and computation power to solve the “diffficult” task of face identification, while the drone only needs to do the “ligher” task of visual tracking.


